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Peptide Detectability Prediction Based on Interpretable
Classification Model

Abstract

In proteomics, the detectability of peptide sequence is an important problem, as the
detection accuracy of peptide sequence directly affects the correctness of protein identi­
fication. However, due to the randomness of peptide selection in the mass spectrometer,
applying the high­throughput proteomic techniques can be a challenging issue, as the result
is hard to reproduce. Therefore, predicting the detectability of peptides is very necessary
in proteomics. At present, mainstream research focuses on how to improve the accuracy
of peptide existence prediction, but rarely considers the interpretability of the model. De­
spite the importance of accuracy, interpretability is also an important feature that needs to
be considered. Retaining interpretability when predicting the detectability of the peptide
sequences is beneficial for understanding the detection process and providing a reference
for optimization of the experiments.

Based on the issues mentioned above, this paper proposed an effective and inter­
pretable peptide sequence detectability prediction model named PrefixSpan­DRN based
on sequential pattern mining techniques and Decision Rule Network. In this model, Pre­
fixSpan sequential pattern mining is used to extract sequential patterns. Subsequently, a
contrast threshold is set to filter the effective discriminant patterns. Finally, feature vectors
are generated according to the existing constraint of the remaining patterns. Then the deci­
sion rule network is trained and used to generate decision sets. Experimental results show
that PrefixSpan­DRN can achieve the classification accuracy of the current mainstream al­
gorithms under the premise of ensuring the interpretability of the model. In addition, the
generated rules show a strong generalization ability in the cross­species transfer task, indi­
cating that the rule itself may be a has research value.

KeyWords: PeptideDetectability; PrefixSpan;Sequential PatternMining; Interpretable
Decision Set
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1 Introduction

1.1 Research Purpose and Motivation

1.1.1 Purpose

Proteomics, first proposed by Marc Wilkins in 1994 [1], refers to the research method
of studying proteins to obtain protein information about cells, tissues and organisms. At
present, more and more research studies need to rely on proteomics research. For exam­
ple, in the future genome project, in order to understand the logical framework of genetic
language in the genome, it needs to study the expression of the genome and the function of
protein products [2]. Two main proteomics research methods are “top­down” and “bottom­
up”. In the case of the bottom­up approach, protein sequences are firstly broken down into
short peptide sequences. A variety of techniques can then be used to obtain information
about the protein.

Protein solution Peptide solution

ChromatographyEnzyme

Peptide
identification

QAQEEAER
ANVELDHATLVR
YRPDTDSR
AFKPGK
…

Secondary spectrum diagram

Possible peptideInferred protein

Protein inference

LC-MS/MS

Translated Genomic Elements
MSPELLRKLSQTPGQKENEPKKSGSKKQ
KQNQRVRKEKPQQHSFTHPLLAAALKS
HSGNISCMDFSSNGKYLATCADDRTVRI
WSTKDFLQREHRSMRANVELDHATLVR
FSPDYRPDTDSRTLRVFKMTKREDGGFT
FTATPEDFPKKHKAPIINIGIADTGKFIMT
ASSDTTVLIWNLKGQVLSTI

Figure 1.1 Example of a “bottom up” method of protein inference

Among the tasks of proteomics, protein identification is one of the most important
research projects, the main purpose of which is to determine all proteins expressed in a
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sample. Biologically, protein inference is key to understanding disease mechanisms and
drug discovery. Take the shotgun method as an example of the bottom­up approach. First
of all, it needs to pre­separate protein so that we are able to analyse it, then it is necessary to
use the protease enzyme for digestion in order to separate the long pieces in to small peptide.
Then the solution will be analysed with liquid chromatography­tandem mass spectrometry
(LC­MS/MS). The last step is to apply computational analysis to identify the peptide, which
mainly consists of database searching, spectral library searching, de novo sequencing, and
hybrid methods. In MS detection of peptide sequences, some peptide sequences show the
uncertainty of detection, which greatly affect the accuracy of peptide determination and
protein inference. Therefore, it is an urge to develop an approach for measuring the de­
tectability of peptides. However, due to numerous experimental variables, the mechanism
behind peptide detection is still unclear. Therefore, detectability is generally not considered
in the process of protein inference.

Sequence, a common data type, refers to an ordered linear list consisting of a set of
elements. Essentially, a peptide can be regarded as a sequence of amino acids organized
in a specific manner. An example of the peptide sequence can be found in Figure 1.2, the
peptide sequence can be represented as SGIY GGACLAALY PCPT .

Figure 1.2 Examples of a peptide.

With the rapid development of bioinformation, a series of peptide databases have been
established to support scientific researches, which provides the feasibility of using machine
learning­based algorithms to analyse the peptide detectability [3,4]. This paper mainly fo­
cuses on interpretable peptide detectability prediction.
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1.1.2 Motivation

In recent years, both traditional machine learning and novel deep learning methods
have been presented to predict the detectability of MS spectrometry by defining it as a di­
chotomous problem, but these algorithms only focus on the accuracy of the model. Despite
the importance of accuracy, interpretability is also a vital aspect that we need to consider
as it may contribute to the process of understanding detection mechanisms. The algorithms
presented before achieved high accuracy, but it can be argued that the model does not be­
have well across different systems. Even with good performance, the model’s results are
unconvincing due to the black­box nature of these models. Meanwhile, only parameters of
the model accuracy cannot help researchers to understand the biological property behind
the model.

Previous algorithms indicated that the peptide detectability was mainly dependent on
the relative position of the amino acids. Thus, the frequent patterns in peptide sequence can
be used to determine whether the peptide is detectable. According to this idea, this paper
focuses on finding a set of rules based on the existence of patterns that can classify accurately
while keeping readable. This paper presents a pure sequence framework to predict the
detectability of peptides, which consists of two parts. Firstly features are generated with the
sequential pattern mining module. In the next step, the classifier is trained in the decision
rule sets learning module.

1.2 State­of­the­art

This section summarizes the relative works on peptide detectability and the sequence­
based technique.

1.2.1 Relative Works on Peptide Detectability

The concept of peptide detectability was initially presented by Tang al [5]. With the
rapid development of bioinformatics and data science, more and more biological databases
are established, and many algorithms used in the field of computer science can be migrated
to the field of bioinformatics, providing a method to analyse and predict detectability with­
out wet experiments.

Early analysis [6] of peptide data started from physicochemical properties [7] and se­
lected suitable features, such as aaindex­derived and sequence­derived, etc., and obtained
results through training of classifiers. Building data from the molecular level is still prob­
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lematic, and protein data analysis is high throughput, making it difficult to train models.
It requires a lot of prior knowledge and a lot of work to screen from the perspective of
physicochemical properties. In addition, the classifier trained in certain species has strong
pertinence, that is, insufficient generalization ability. Consider AP3 algorithm [3] as an ex­
ample, it can achieve high accuracy on its building data set, but it is not ideal on another
unfamiliar data set. Moreover, from the perspective of text classification technology, the
algorithm to achieve high classification accuracy based on sequence only was designed.
Later, with the development of natural language processing technology, people began to
use NLP based methods to study sequences [8]. Some deep learning methods combining
physicochemical properties have also been proposed [9]. Subsequently, this chapter will in­
troduce two algorithms, AP3, based on physicochemical properties, and Pepformer, which
is based on the Siamese network, a deep learning algorithm.

AP3 is a feature­based algorithm, that integrates peptide digestibility and peptide de­
tectability. For the source of the data set, AP3 chooses public large­scale yeast data set.
There are two main workflows, which are peptide digestibility predictor and peptide de­
tectability predictor. In case of confusion on the concept of peptide detectability and pep­
tide digestibility, the dataset is divided into two parts, one for training peptide digestibility
and one for training peptide detectability.

In the first part, a random forest classifier is used to predict probability of cleavage of
each tryptic site. Then it follows the peptide digestibility calculation, the following formula
can be applied to calculate the probability of peptide digestibility:

peptide digestibility = eN ∗ eC ∗
n∏

i=1

(1− ei), (1.1)

in which, e is the probability provided by the classifier, the subscript indicating the site of
tryptic is N or C, ei is the cleavage probability of i­th missing cleavage site, and n is the
total number of missed cleavage sites.

The second part is the peptide detectability predictor, it combines the peptide digestibil­
ity and other aaindex features to predict the detectability of peptides.

PepFormer is a novel deep learning network based on the Siamese network structure.
This algorithm does not need the peptide physicochemical properties and other properties,
meanwhile, its gated recurrent unit ensures the ability to learn the context­sensitive em­
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bedding representations. The datasets of Pepformer are come from GPMDB database [10].
The peptide sequences are ranked and labelled according to the observed times. Pepformer
is mainly consists of 3 main modules, a sequence embedding module, a Siamese network
module and an optimization module.

In the first module, the sequences are embedded into vectors in a “token” way, that
is A(alanine) to 1, R(cysteine) to 2, For example, the sequence LCY V ALDFEQ can be
converted to [11, 5, 21, 22, 1, 11, 4, 14, 7, 6], if the length of the sequence is less than the
set length, 0 will be added to the tail to ensure the vector has the same length. For the
Siamese network module, Pepformer uses Transformer to extract the features. The position
relationship is considered using an encoding layer. The second module is optimization.
In this part, the backpropagation algorithm is used to update the parameters, and a cross­
entropy is defined as the loss of the classifier.

1.2.2 Sequential Pattern Mining Technology

The order of the itemsets in sequence reflects some potential information. Consider the
example of shopping in the mall, a customer buying a novel phone implies that the phone
shell is the latent demand. In biology information, especially for protein, the sequence de­
termines the macro performance of the molecular characteristics. Sequential pattern mining
refers to finding interesting, useful, especially discriminant patterns for classification from
the dataset, and there are three main categories. The algorithms based on apriori­concepts
were initially proposed and then developed as frequent sequential pattern mining. The sec­
ond and the third are the discriminant sequential pattern mining and constraint­based algo­
rithms. The recent research on these three aspects will be introduced in this section.

(1) Frequent sequential pattern mining
The task of frequent sequential pattern mining is finding all the sequential patterns that

the support value satisfied the minimum number set by users. It can mainly be divided into
two main parts, which are breadth­first search and depth­first search.

Consider breadth­first search approach GSP (Generalized Sequential Pattern) as an
example [11]. Given that a sequence databaseD with support threshold value θ,the frequency
of the sequence σ appears in the dataset D is:

Occ(σ,D) = |{t | s ⊆ t, t ∈ D}|. (1.2)
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Task of GSP is mining all the frequent sequential patterns P that support is larger than
threshold θ., in which the support is defined as:

Supp(σ,D) = Occ(σ,D)
|D|

. (1.3)

The algorithm is based on the idea that if P is frequent, then all the subsequences of P
are frequent. Like apriori, GSP scan the database and find the patterns set that the length |σ|
of a sequence σ satisfied |σ| = k and calculates their support value, patterns that support
is larger than threshold θ will be the candidate for the next iteration. With time constraints
and sliding window, the number of candidate patterns is greatly reduced.

(2) Discriminant sequential pattern mining
The target of discriminant sequential pattern mining is different from the frequent se­

quential pattern mining, as the former is a supervised pattern discovery algorithm, focusing
on extracting patterns with significant differences between different classes. Up to today,
many algorithms based on different contrast measures have been presented. There are two
main approaches, one is based on the set threshold then mining all the satisfied, and another
is the Top­k form. Compared with the set threshold, the Top­k form is more flexible, espe­
cially for the unfamiliar dataset. The only parameter necessary to determine is the value k,
which provides the feasibility for pruning.

Based on the constraint pattern of minimal distinguish subsequence(MDS), Xiaonan
Ji et al. described an efficient approach named ConSGapMiner [12]. It focuses on mining all
the discriminant sequential pattern sets which satisfy the maximum gap constraint. What’s
more, ConSGapMiner filtrate the patterns based on the frequency threshold of each class.
However, it also excludes some patterns where the frequency is high in one class while
low in another class. Many algorithms expanded based on the ConSGapMiner, as its high
efficiency and unity.

(3) Constraints­based algorithms
Currently, pattern generation by apriori­based algorithms inevitably to be redundant,

it can be argued that plenty of the useless information is discovered tautologically. Dis­
covering all the frequent patterns in a large database could be a challenging issue. Based
on the purpose of reducing the redundant patterns, increasing the performance and mining
more interesting patterns, the idea of constraints­based algorithms has been proposed [13].
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Constraints are limitations for controlling the accuracy, quality and most of all number of
discovered patterns. Generally, there are two main branches for constraints­based algo­
rithms. One approach is filtrating the pattern discovered. Nevertheless, such operations
still consume lots of time and memory. To address this problem, the second method ap­
plies the constraints during searching. By using this method, the consumption is reduced
by orders of magnitude. GSP [11] also integrate constraints, including gap constraint, dura­
tion constraint. Zaki presented cSPADE algorithm [14], it reduces the search space greatly
with the minimal or maximum gap constraint, a time window, etc. Many constraints­based
algorithms and the criteria of constraints were presented subsequently [15–17].

1.2.3 Sequence Classification

There are many overlaps between sequential pattern mining and sequence classifica­
tion, of which pattern mining is outlined in the previous section. It has been proved that
sequence classification is involved in wide applications such as bioinformation analysis,
health monitoring and anomaly detection. The challenge of this task is mainly for the rea­
son of the latency of the features. Thus, many feature­based algorithms cannot be directly
applied. Even with the feature selection technique, the result is not satisfactory. This sec­
tion provides an overview of the sequence classification algorithms. In general, there are
three kinds of sequence classification algorithms: feature­based, sequence distance­based,
and model­based [18].

(1) Feature­based classification
For traditional numerical data, there exist widely classification methods to be choosen,

while not suitable for symbolic data such as peptide sequence. So one way is extracting
features from sequence or converting sequence into features. Naively, every element of
symbolic sequence can be represented as a feature, while this operation loses its character­
istics of time dependency. For example, ⟨A,C,G,H, I, L, P, S, T, Y ⟩ is able to represent
sequence GIY CGGASLAACY PLPTTLHLA shows in Figure 1.1. Hence, a method
named k­grams was proposed to address this issue [19]. k­grams refers to a short sequence
segment with k number of elements. k­grams presence and absence or frequency leads to
the feature representation of the sequence. Inexact matching operations are also considered
an optional choice to enhance expression ability.

After a sequence is transformed into a feature vector, traditional machine learning
methods such as decision tree, naive Bayes and support vector machine can be applied for
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sequence classification. However, the k­grams method also has some disadvantages. For
example, when the sequence length is too long, the size of the feature set will become very
large, which leads to the difficulty of obtaining good classification results in the subsequent
model training.

Therefore, another feature transformation method based on the pattern was proposed.
Compared with k­grams, the pattern­based method can transform sequences into feature
vectors in controllable dimensions, filter features more efficiently in a non­redundant man­
ner, and generally maintain a higher classification accuracy than k­grams.

(2) Sequence distance­based classification
Another method is to classify sequences by comparing their similarity. To obtain the

similarity between sequences, the definition of the distance function of sequences was pro­
posed. With the sequence distance function, the sequence can be classified by some existing
classification methods, such as KNN. It is worth noting that the effect achieved by the clas­
sifier depends heavily on the measures of sequence distance. Here are a few examples of
sequential distance functions:

Euclidean distance [20] is a measure commonly used in the simple time series, which is
defined as follows:

Assume that there are two time series s and s′, Euclidean distance between them is,

dist(s, s′) =

√√√√ L∑
i=1

(s[i]− s′[i])2. (1.4)

Euclidean Distance has a competitive performance on the 1NN classifier compared
with other sequence distance measures. However, Euclidean distance also has several dis­
advantages. First, it requires that the two sequences have the same length, which is very
demanding for the data. Second, Euclidean Distance is sensitive to distortions. To solve this
problem, Dynamic time warping distance (DTW) was proposed [21]. Furthermore, dynamic
time warping distances do not have the limitations of equal length.

For symbolic sequence, several algorithms were presented, such as Hamming distance,
Levenshtein distance and longest common subsequence similarity. These algorithmsmainly
can be divided into edit based, Token based and sequence­based. Here is the description of
Hamming distance:

Hamming distance [22] is the number of different symbols between the two sequences
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in the corresponding position. In another word, it can be defined as the minimum number of
changing one sequence to another by replacing the character one by one. Consider karolin
and kathrin as an example, the Hamming distance between them is 3, because of replacing
rol to thr.

(3) Model­based classification
Model­based classification assumes that a class of sequence data belongs to a specific

underlying modelM . M learns from a given data set to obtain the probability distribution
of the sequence in each type. The main Model methods include the Naive Bayes sequence
classifier, Markov Model and Hidden Markov Model.

1.2.4 Interpretable Decision Sets Learning

Intractability is a vital feature of a machine learning module, indicating the ability
of humans to understand the cause of the module. To achieve the goal of high accuracy
while keeping interpretable, a method of decision rules has been developed. According to
Molnar [23], a decision rule is a simple IF­THEN statement consisting of a condition and
prediction. The structure of the decision rule ensures its interpretability, as it is similar to
the natural way of the human brain, more interestingly, like coding. The formation of an
IF­THEN rule behaves like this,

IF condition THEN conclusion.
The following rule is an example:

IF age = youth AND student = yes THEN buys_computer = yes.
A decision set is an unordered combination of multiple rules, in which all rules are

mutually exclusive, while a decision list is an ordered one. Compare with other rule­based
algorithms, the simple structure of decision lists leads to high learning efficiency. In early
research, the sequential covering is a common ideal for learning a single rule to create a
decision list, and many algorithms [24–26] have been proposed based on this greedy ideal.
Another school [27,28] originated from the associated rule in data mining, which generates
frequent rules first then pruning.

Despite that decision lists already resemble human thoughts, it still has a deficiency,
as it is a tree­like structure. Thus, the concept of interpretable decision sets has been pre­
sented [29], it is more comprehensible compared to the decision list due to its flat structure.
The Figure 1.3 shows the core difference between the two methods. As it can be seen from
the left one, the decision set does not rely on the order of features, contributing to the power
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Figure 1.3 Difference between interpretable decision set and decision list [29].

of comprehension. The initial approach has the drawback that it consumes huge memory,
which means that it can only deal with the task containing a few features. What’s more,
this algorithm runs slow, it would consume lots of computing resources. However, the
framework itself is superior, as it provides a new sight of the rule­based method. Under
the influence of this ideal, algorithms like GC [30], BRS [31] made some improvements and
achieved high performance.

1.3 Main Contributions

Firstly, this paper proposes a sequence­based peptide detectability prediction model,
which is competitive with other state­of­the­art models in terms of classification perfor­
mance.

In addition, this paper is the first to study peptide detectability from the perspective of
interpretability, which expands the research horizon and points out the direction for further
development.

1.4 The Framework of this Paper

This paper can be divided into four sections, the structure and details of each section
are followed as below:

In section 1, the research background is introduced, which describes the urgency of
peptide detectability prediction. It also summarizes the research status on peptide detectabil­
ity prediction, sequential pattern mining, sequence classification, and interpretable decision
set.

Section 2 provides details of the algorithms used in the interpretable peptide detectabil­
ity prediction model presented in this paper, including classical and novel pattern mining
techniques and the theory of interpretation decision set.
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The process of the interpretable peptide detectability prediction model is described in
section 3, it consists of the module of pattern mining and decision rule sets learning.

Section 4 describes the experimental details and results, also the comparisons of other
state­of­the­art techniques.

Finally, Section 5 overviews the contributions and provides a holistic assessment of
the module.
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2 Relative Theories

2.1 Representation of Peptide Sequence

A protein sequence is a sequence consisting of basic amino acids, in which the amino
acid is formed by one centre carbon atom connected with one azyl­terminal, one carboxyl­
terminal, one hydrogen and one R group. Figure 2.1 shows the basic structure of amino
acids.

Figure 2.1 Structure of amino acid.

The choice of the R group determines different classes of amino acids. For example,
the R group for glutamate is hydrogen while methyl for alanine. In this way, the basic amino
acids can be classified into twenty kinds shown in Table 2.1. These twenty kinds of amino
acids combine in a certain way and lead to a peptide sequence.

2.2 Sequential Pattern Mining Technologies

2.2.1 Definition and Symbol Description

Definition 2.1 Itemset refers to a non­empty set I = {i1, i2, i3, · · · , in}, in which element
ik(1 ≤ k ≤ n). Every element is unique and unordered in the itemset.

Definition 2.2 Sequence is an ordered list of itemset, which can be defined as a =<

a1, a2, a3, · · · , am >, in which ai ⊆ I(i = 1, · · · ,m).

2.2.2 k­mer

k­mer is a commonly used method in DNA sequence, while it can also be migrated for
proteomics analyse. k­mers refer to all the k length substrings in a sequence.

The pseudocode for k­mers generation is provided in algorithm 2.1.
In bioinformatics, k­mer is widely used for the feature extraction process, which con­

sidered the near position relationship in an amino sequence. Consider sequence a with
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Table 2.1 Twenty kinds of amino acids.

Amino acid Abbreviation Sign Amino acid Abbreviation Sign

Alanine Ala A Leucine Leu L

Arginine Arg R Lysine Lys K

Asparagine Asn N Methionine Met M

Aspartic acid Asp D Phenylalanine Phe F

Cysteine Cys C Proline Pro P

Glutamic acid Glu E Serine Ser S

Glutamine Gln Q Threonine Thr T

Glycine Gly G Tryptophan Trp W

Histidine His H Tyrosine Tyr Y

Isoleucine Ile I Valine Val V

Algorithm 2.1 k­mers (String Seq, Integer k)

L← length(seq)

kmers← new array of L−k + 1 empty strings
for n← 0 to L− k do

k −mers[n]← subsequence of seq from letter n inclusive to letter n+ k exclusive
end for
return k −mers

length L.
Generally, L− k+1 numbers of k­mers will be generated for representing a sequence

with length L. As for the possible k­mers in a dataset, it is decided by the size n of the
symbol set. As for protein sequence, it can be known that the possible k­mers number will
reach the number 20k.

2.2.3 Prefixspan

PrefixSpan, short for Prefix­Projected Pattern Growth, refers to a pattern mining algo­
rithm based on the prefix­projected method [32]. It adopted the ideal of divide and conquer,
generating multiple smaller projected datasets and focusing on mining frequent patterns in
the projected datasets. The main cost for PrefixSpan is on generating the projected datasets,
while it has lower complexity compared with the algorithms that are based on the ideal of
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Apriori. In the meantime, it also avoids the high consumption of massive candidates. Thus,
PrefixSpan is a sequential pattern mining algorithm with relatively high efficiency. Fol­
lowing are the relative definitions of PrefixSpan.

Definition 2.3 Prefix: Given a sequence α =< e1e2e3 · · · en > and a sequence β =<

e
′
1e

′
2e

′
3 · · · e

′
m > (m ≤ n), where b is the prefix of a if for every i(1 ≤ i ≤ m) that satisfied

e
′
i = ei.

Definition 2.4 Suffix: Given a sequence α =< e1e2e3 · · · en >, the prefix of sequence α
is β =< e1e2e3 · · · em > (m ≤ n), then γ =< e

′
1e

′
2e

′
3 · · · e

′
m > is the suffix of a about β.

Consider sequence α = KFV ADGIFK, if there does not exit other constrain, then
< K >,< KF >,< KFV > is the prefix of α, while < KFA >,< FV A > is not the
prefix. < ADGIFK > is the suffix of α about < KFV >.

Definition 2.5 Projection: Given sequence α and β, if sequence β is the subsequence of α,
then the projection α′ of sequence α about β must satisfy that: β is the prefix of a and α′ is
the subsequence with max length of α.

For example, consider sequence < KFV A >, the projection of subsequence < F >

is FV A, and < KFV A > for subsequence < KF >.

Definition 2.6 Projected database: Assume a is the sequential pattern in sequence dataset
D, then projected database a− refers to all the suffix about prefix a denote as D|α.

The procedure of PrefixSpan followed as below:
(1) Scan the original sequence database so that to find all the frequent items with

length = 1.
(2) Construct the projected databases based on the corresponding sequence space that

is divided from the frequent pattern with length equal to 1.
(3) Repeat the same procedure on the generated projected databases, till no frequent

sequential patterns with length = 1 can be found.
(4) Repeat the same procedure to different projected databases till no new sequential

patterns that length equal to 1.
The pseudocode of PrefixSpan can be found in Algorithm 2.2.
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Algorithm 2.2 PrefixSpan(α,D)

FL = find_ frequent_1_sequence_patterns (D|α)
if FL = ∅ then

return NULL
end if
for each γ ∈ FL do

if γ = _ γ then
α′ ← α ⋊⋉i γ

out_put (a′
)

else
α′ ← α ⋊⋉s γ

out_put (a′
)

end if
D|a′ ← function _contract_project_Database (α′, D|α)
PrefixSpan(α′

, D|α′ )
end for

Some researchers have pointed out that PrefixSpan is not suitable for biological se­
quence mining. They believe that PrefixSpan is first proposed for transaction data. In
another word, for transaction data, the form of patterns only needs to be frequent, not con­
tinuous. In biological data, it is necessary tomeet the requirement of frequent and continuity
of mining patterns. For example, in the processing of mining protein sequential patterns,
the two amino acids that are too far apart can be considered to have no interaction, that is to
say, the pattern mined with these two elements as prefixes is meaningless and may even be
noisy data, which is very difficult for the subsequent model training. However, for the de­
tectability prediction of peptide sequences focused in this paper, PrefixSpan pattern mining
technology meets the needs because most peptide sequences are short.

2.3 Decision Sets for Classification

2.3.1 Interpretable Decision Sets

Interpretable decision sets (IDS) [29] is a framework for generating rules for classifi­
cation with high accuracy and interpretability. In this paper, the author also provides an
approach for training the model.

IDS do not have a hierarchical structure. In other words, the rules obtained by them
can be independently applied to classification. Meanwhile, compared with existing clas­
sification models, IDS can achieve similar classification results in problems with a small
model volume. Learning IDS from data can be difficult, as it needs to find a model with
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high precision in an Interpretable space. The overlapping rules are also considered in IDS
by optimizing a joint objective to find a near­optimal set of rules.

The decision set is proposed as a model class for description boundaries and predicted
the results. The intuitive difference between decision set and decision list is that the rule in
the decision set is not connected with the else statement, in this way, the rule in the decision
set can be single applied. It can be argued that the expression ability of decision set, decision
list and decision tree is at the same level due to their mutual representability.

Table 2.2 Notation description.

Notation Definition Term

D Input set of data points {(X1, y1), . . . , (XN , yN )} Dataset

X Observed attribute values of a data point

y Set of class labels in D

p (attribute, operator, value) tuple, e.g., existence(MK) Predicate

s Conjunction of one or more predicates, e.g., existence(MK)

S Input set of itemsets Itemset

r Itemset­class pair (s, c) Rule

R Set of rules {(s1, c1), . . . , (sk, ck)}

The decision set is defined with itemset s, which refers to a filter for data points and
can be defined as a conjunction of several predicates of the forms such as attribute, operate
and value, specifically for peptide sequence existence(MK).

For an attributeX , if all predicates in the conjunction are true forX , it can be denoted
byX satisfies s. In a rule tuple (s, c), it refers to that predicates itemset s and a class label
s. The formal definition of the decision set followed as below:

Definition 2.7 Decision set R refers to a set of tuples (s, c) consisting of itemset s and
class c. The classify process behaves in a way that:

• If X satisfied the itemset si then it is assigned with label ci.

• If X satisfied none of the itemset, it will then be assigned with default label.

• If X satisfied multiple itemset, then tie­breaking function is used to assign its class.
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Users canmanually specify the default label and tie­breaking function, while the choice
of the default labels will commonly be the majority class as this will achieve higher accu­
racy. This make is also vital for certain areas, for example, disease prediction. In this case,
the smallest minority classes can be chosen as the default class and tie­breaking function.

The decision set is naturally human­readable, as it is similar to the way people think
and make decisions. However, it also exits the cognitive limitations as the complexity of
the whole model. For compared and control the interpretability of the model, four different
measurements that can be used to evaluate the interpretability are defined in IDS.

Size: Naturally, the length of the decision set itself is formalized as size. The number
of rules indicates the difficulty of understanding the decision behaviour of the model.

Definition 2.8 Size(R) refers to the number of rules exiting in a decision setR.

Length: Focusing on the rule itself, if there exiting too many predicates, the rule will
be difficult for understanding. Term length is used to describe the size of the rule.

Definition 2.9 Length(r) is the number of predicates in a rule r = (s, c).

Cover: This parameter describes the scope range of the data points in the dataset.

Definition 2.10 cover(r) refers to the set of data points in D with attribute X satisfied the
itemset s.

Overlap: It tells the clarity of the rule in a decision set.

Definition 2.11 Overlap(r, r′
) describes the set of data points that both satisfy the itemset

s in r = (s, c) and itemset s′ in r′
= (s

′
, c

′
).

overlap(r, r
′
) = cover(r) ∩ cover(r

′
). (2.1)

To measure the accuracy of the decision set, correct­cover(r) and incorrect­cover(r) are
defined.

correct­cover(r) = {(x, y) ∈ cover(r) | y = c}, (2.2)

incorrect­cover (r) = cover(r)\ correct­ cover(r) . (2.3)
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The full learning objective is,

argmax
R⊆S×C

7∑
i=1

λifi(R), (2.4)

inwhich the fi is consists of interpretability and accuracy. To optimize the objective, smooth
local search (SLS) was proposed.
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3 Interpretable Peptide Detectability Prediction Model

This sectionmainly describes the Interpretable Peptide Detectability PredictionModel.
Firstly, the workflow of the model is introduced. Then, it accounts for the pattern mining
process of the peptide sequence and the process of filtering the patterns with the discriminant
value. Finally, it describes the procedure for using a rule­based interpretable classifier to
learn and predict peptide sequence detectability.

3.1 Workflow of Model

Interpretable Peptide Detectability Prediction Model

Patterns for Classification
L E ··· DD ··· LEP Class

1 0 ··· 0 ··· 0 0

0 1 ··· 1 ··· 0 1

··· ··· ··· ··· ··· ··· ···

0 0 ··· 0 ··· 0 0

Rules for Predict Detecability of Peptide Sequence
GD, NOT NT, NOT DLR, NOT ASEK, NOT DYK, NOT AVLK, NOT INR, NOT VGLK...

NOT I, NOT LE, NOT DK, EVK, DDK

AK, PSL, NOT IAE, NOT PGV, NOT DYK, NOT LDAK, NOT INR, VVEK, NOT DVVK

......

Peptide Sequence Dataset
Class Sequence

0 TAHYGSLPQKSHGR

1 VMRTKSSEKAANDDH

··· ···

0 ANHSFTPNCIYDMF

Sequential

Patterns

Sequence

 Pattern

 Mining

Discriminative

 Pattern


 Filtering

Figure 3.1 Workflow of Interpretable Peptide Detectability Prediction Model.

At present, many methods focusing on predicting peptide detectability have been pro­
posed from different perspectives. Part of these methods are based on physic­chemistry
while some are pure sequence­based, but they all have a problem in common, which is
that they do not take into account the interpretability of peptide sequence in the problem of
detectability prediction. Aiming at this phenomenon, this paper proposes an interpretable
peptide sequence detectability prediction model. From the perspective of pure sequence

− 19 −



Peptide Detectability Prediction Based on Interpretable Classification Model

analysis, this method is the first to predict the detectability of peptide sequences by analyz­
ing LC­MS/MS data with an interpretable model.

The interpretable Peptide Detectability Prediction Model is mainly composed of two
parts: pattern mining and interpretable decision set learning. The flow chart of the model
can be seen in Figure 3.1. First, the sequence data is read for generating a sequence database,
and the sequence database is subsequently mined for patterns. Finally, features are trained
in interpretable classifiers and readable rules will be output.

3.1.1 Sequential Pattern Mining Module for Feature Mining

In this section, two methods of pattern mining for peptide sequences are introduced,
which are k­mer and PrefixSpan.

(1) k­mer
For peptide sequences, the k­mer method is a good method to extract the features, as k­

mer is a position­based sequential pattern method. Studies have shown that the probability
of peptide cleavage is strongly correlated with the relevant position between the items in
the sequence, and this probability is one of the most important features in the process of
detectability prediction, for the reason that it reflects the strength of the bond. Importantly,
the k­mer method can just get relevant information from continuous substrings. Therefore,
it is reasonable to use the k­mer method to obtain the features in the sequence.

Taken peptide sequence used for classification as an example:

S = KFV ADGIFK.

IF k = 2 then, it generates the following patterns:

P = {FKV, FV A, V AD,ADG,DGI,GIF, IFK}.

Table 3.2 shows all possible k­mers of the peptide sequence. It can be considered that the
distribution of k­mers spectrum of genes of most species is an unimodal distribution, that
is, the number of modes first increases with the increase of k value, and then decreases with
the increase of k value after reaching a maximum value.

The flow chart of using k­mer as the sequential pattern mining method is shown in
Figure 3.2. Firstly, it needs to set the k value, and then mine the k­mers of each sequence in
turn. At the same time, compare whether there are new patterns in the k­mers set and add

− 20 −



Peptide Detectability Prediction Based on Interpretable Classification Model

������������
��	�
���������� ��	�
����
����� �
��������������� ����
��	�����������������������������

������������	��������

�����������

�
�
��
Figure 3.2 Flow chart of mining k­mers from database.

the new k­mers to the set. Therefore, the k­mers in the set are all unique. After extracting
all the k­mers from each sequence, a set of patterns containing all k­mers in the sequence
database can be obtained.

PS = {a1, a2, a3, . . . an}. (3.1)

Subsequently, it needs to establish the feature vector for the next module, decision set
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Table 3.1 k­mers for S.

k k­mers

1 K,F, V,A,D,G, I

2 KF,FV, V A,AD,DG,GI, IF, FK

3 KFV,FV A, V AD,ADG,DGI,GIF, IFK

4 KFV A,FV AD, V ADG,ADGI,DGIF,GIFK

5 KFV AD,FV ADG, V ADGI,ADGIF,DGIFK

6 KFV ADG,FV ADGI, V ADGIF,ADGIFK

7 KFV ADGI, FV ADGIF, V ADGIFK

8 KFV ADGIF, FV ADGIFK

9 KFV ADGIFK

learning. The method of generating feature vectors is described as follows. In this module,
the feature vector is defined as the existing response of the patterns, in other words, if a
pattern exists in the sequence, the expression of the pattern in the vector is 1 otherwise it
will be 0. The formal definition is described as follows:

For a given sequence, its feature vector is generated in a way that if the pattern ai from
sequential patterns set PS is exiting in the given sequence, then the i­th columns of this
sequence will be 1, on the contrary, i­th columns will be 0.

(2) PrefixSpan
Like k­mer, PrefixSpan is a sequential pattern mining algorithm that extracts patterns

based on the relationships between the item positions in the sequence. Take the sequence
database in Table 3.3 as an example:

Setting that the minimum support threshold θ = 50%, the prefixes with length equal to
1 are: ⟨I⟩, ⟨M⟩, ⟨K⟩, ⟨S⟩, ⟨P ⟩, ⟨H⟩, ⟨L⟩, ⟨Q⟩, ⟨R⟩. Table 2.4 shows the result of counting
the support value.

It can be observed that only ⟨I⟩,⟨K⟩,⟨P ⟩ reach the standard of the set threshold. Thus,
in order to search the frequent patterns that the prefix equal to ⟨I⟩,⟨K⟩ and ⟨P ⟩, it only
needs to search the projected database based on these three prefixes.
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Table 3.2 A sequence database.

Sequence_id Sequence

10 ⟨IIMK⟩

20 ⟨SPPPP ⟩

30 ⟨HIIK⟩

40 ⟨LQPR⟩

Table 3.3 Result of counting the support value.

Frequent pattern ⟨I⟩ ⟨M⟩ ⟨K⟩ ⟨S⟩ ⟨P ⟩ ⟨H⟩ ⟨L⟩ ⟨Q⟩ ⟨R⟩

Counting 2 1 2 1 2 1 1 1 1

Support 0.5 0.25 0.5 0.25 0.5 0.25 0.25 0.25 0.25

Satisfied ✓ ✓ ✓

If we focus on the first level of recursion, it can be found that the projected database
D|⟨K⟩ with ⟨K⟩ as the prefix does not have any sequence data, so PrefixSpan will output
⟨K⟩ as a frequent pattern.

The next step is to search the frequent patterns with length equal to 1 in the projected
database D|⟨I⟩, and the result is followed in Table 2.6 below.

As it can be seen in the table, it can be observed that all the support values satisfied
the threshold, so three projected databases in the second level needs to be created.

Looking at the second level of recursion, it can be found prefix ⟨K⟩ does not have any
sequence in the projected sequence databases, so the frequent pattern ⟨IK⟩ can be output.

In this manner, all the prefixes in the projected database will be searched in a recurred
way, the recursion ends when there is no sequence in the projected sequence database, in
the meantime, it outputs the frequent pattern.

The example above illustrates theworkflow of PrefixSpan to extract sequential patterns
from a sequence database. For this module, the workflow of sequential pattern extraction is
shown below in Figure 3.3. As can be seen from the figure, this paper adopted a “two­step”
approach in the process of feature extraction of peptide sequences.

In the process of mining frequent sequential patterns, it may occur data leakage if the
database that is mined contains the data from the test set. Data leakage refers to operating
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Table 3.4 The projected database on first level of recursion.

D|a Prefix Projected database

D|⟨I⟩ ⟨I⟩ ⟨IMK⟩,⟨IK⟩

D|⟨K⟩ ⟨K⟩ ⟨⟩

D|⟨P ⟩ ⟨P ⟩ ⟨PPP ⟩,⟨R⟩

Table 3.5 Result of counting the support value.

Frequent pattern ⟨I⟩ ⟨M⟩ ⟨K⟩

Counting 2 1 2

Support 1 0.5 1

Satisfied ✓ ✓ ✓

on the whole data set before evaluating the performance of the model. The information of
the test set will be leaked to the training process so that the performance of the model will
be wrongly estimated when the new data is predicted.

Therefore, in the first step of pattern mining, this paper divides the training set and
test set and uses the PrefixSpan algorithm to mine the patterns of peptide sequences respec­
tively on positive and negative classes. The second step is to filter the pattern set by the
discriminant value. The method chosen in this paper is the contrast threshold, that is, the
discriminant value of the preserving patterns has to be larger than the minimal threshold θ.
The definition of discriminant is as follows:

Disc(s,D) =
Occ(s,Dpositive)

|Dpositive|
− Occ(s,Dnegative)

|Dnegative|
, (3.2)

where Disc(s,D) refers to the discriminant ability of pattern s to positive and negative
classes in a database D. Occ(s,Dpositive) and Occ(s,Dnegative) respectively refers to the
mode in positive and negative class frequency, |Dpositive| and |Dnegative| refers to is set and
the size of the counter example set. Only patterns that satisfy the condition ofDisc(s,D) ⩾
θ will be reserved.

Then, the training set and test set are respectively converted to the feature vector based
on the reserved frequent patterns. Like k­mer, the sequence is transformed by the exis­
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Table 3.6 The projected database on second level of recursion.

D|a Prefix Projected database

D|⟨I⟩ ⟨I⟩ ⟨MK⟩,⟨K⟩

D|⟨M⟩ ⟨M⟩ ⟨K⟩

D|⟨K⟩ ⟨K⟩ ⟨⟩

tence response. The difference here is that the object being checked is the subsequence
of a sequence. Therefore, this paper uses an algorithm to detect whether a sequence con­
tains subsequences. Finally, the feature vector of the training set and test set are generated
respectively.

3.1.2 Decision Rule Sets Learning Model to Predict Peptide Detectability

In this section, how to learn and train decision sets according to the features extracted
from the peptide sequence is introduced.

First, this paper was carried out in accordance with the method of IDS, but after the
experiment, it found that IDS is not able to be applied to large data sets. Once the number
of features is slightly increased, the memory consumption of IDS will increase sharply.
Meanwhile, the training time is too long. Through literature research, this study pointed
out that the IDS algorithm does have this problem in other studies [33]. Finally, this paper
employed the method named Decision Rule Network, which is proposed by Qiao [34], a
neural network­based training algorithm for an interpretable Decision set model. Themodel
is described as follows:

(1) Decision Rule Network
The Decision Rule Network is focusing on training a Boolean classifier based on bi­

narized input features. The formal definition is:
For training set (Xn, yn), n = 1, . . . , N , where N is the number of data samples andXn

is consists of D dimensions features Xn,i ∈ {0, 1}, i = 1, . . . , D, and labels yn ∈ {0, 1}.
The results are the final decision rule set C = {c1, c2, . . . , cm} which is a combination of
rules c, in which the definition of rule is same as the Table 2.2 above. If there is no predicate
associated with the input characteristics in the rule, this means that feature is excluded from
this rule.

The main architect and the workflow of the model can be found in the following figure.
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Figure 3.3 Flow chart of mining patterns with PrefixSpan and discriminative value.

As it shows, the network is consisting of two layers, which are the rule layer and the OR
layer. The rule layer is aimed to train the neurons to generate the rules for the decision set,
and the OR layer is focusing on disjunction and selecting the rule generated by the first
layer.

For a decision rule network, the input features must be binary vectors, but for most
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of the data, there are numerical features. Therefore, the preprocessing of input features
is very important. Decision Rule Network adopts quantile discretization to obtain a set
of thresholds for each feature. In this way, features are transformed into input vectors.
However, this process does not exist for the existing response feature data in this paper,
so the features can be simply input into the Decision Rule Network in the form of one­hot
encoding. For example,

existence EE, not existence DK, existence LD . . . , existence FDR,

can be represented as a feature vector 1, 0, 1, . . . , 1. In this way, the feature vector can be
the input of the first layer.

Number

of input 

binarized  

feature

Input patterns

EE

DK

LD

EE

FDR

EE, LD

NOT EE, LD, NOT FDR

NOT DK, FDR

IF

EE,LD

OR

NOT EE, LD, NOT FDR

…

THEN

Detectable

Rule Layer OR Layer

Figure 3.4 Workflow in decision rule network of generating rules for peptide prediction.

Rule layer in Decision Rule Network is focusing on extracting rule c by training the
neurons with binary step activation function. In this way, the output of the first layer can
be mapping into a rule set C = {c1, c2, . . . , cm} in which the rule ci is connected by the
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predicate “AND”. The operation of the neuron is described as follows:

y =
D∑
i=0

wixi −
∑
wi>0

wi + 1. (3.3)

As for the logical AND, the binary step function is applied:

f(x) =


1 if x = 1,

0 otherwise.
(3.4)

For this equation, it ensures that only when the input is equal to 1 does the neuron will
be activated. In this case, the neuron can be mapping into the logical IF­THEN statement,
in which the positive weights indicate that the input feature is a positive association, vice­
versa.

To make the activation function in the rule layer differentiable, the gradients are com­
puted with the following equation:

gŷi =


0 if yi < 0 or yi > 1 ∂L

∂yi
< 0,

gyi otherwise ,
(3.5)

in which gŷi and gyi are the gradients of loss.
As for the OR layer, only one output is inclded, while the weights needs to be a binary

function:

ŵi =


0 if wi ≤ 0,

1 otherwise .
(3.6)

By applying the negative bias −ϵ on the output neuron, the dot product formation is:

y =
D∑
i=1

ŵixi − ϵ. (3.7)

The existence of the bias made the output neuron become an OR gate, which means that as
long as there is one input that is activated, then the output value y will be the positive value.
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To minimize the rule number, a method similar to the L0 regularization was proposed
to maximize the sparsity. With the maximum sparsity, the number of neurons that can
be activated will be minimized. Thus, it also reduces the number of rules. In order to
eliminate the input feature, the author makes all the weights of the parameter be replaced
by the product with the corresponding mask variables.

The author also applied the method of a two­phase training strategy to reduce the dif­
ficulty of training. In the first phase, the OR layer is frozen, and the module is focusing on
training the rule layer, while in the second phase, the rule layer is frozen to optimize OR
layer. This is an effective approach, reflected in the process of training. First, search for
the best­matched feature, and then select the most appropriate rule, move in circles.

In the module of the training decision rule set, the model takes in the feature generated
from the sequential patterns mining module and provides the rule for classification.
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4 Experiment and Discussion

In this section, the effectiveness of the Interpretable Peptide Detectability Prediction
Model was validated, and details like setting parameters and the performance of the model
are discussed. Besides, it also provides a comparison between the Interpretable Peptide
Detectability Prediction Model and the state­of­the­art algorithm. The model itself is im­
plemented in Python, it was then tested on an AMDRyzen 5 5600XCPUwith 16 GBDDR4
memory. To limit the running time, the features mined in the first module should be limited,
but also because of its memory consumption.

4.1 Setup

4.1.1 Datasets

The model was trained using the peptide data of Homo sapiens and Mus musculus, in
which both datasets contain 90000 pieces with the label of half positive and half negative
of peptide sequence data. As described in the research [4], the datasets were constructed
from the GPMDB database. The peptide sequence was ranked according to the observation
times, then they were selected the top­N was positive and the last N sample was negative.

4.1.2 Peptide Sequential Pattern Mining Module

On the peptide sequential pattern mining module, the parameter that needs to be set is
the k number for k­mers and the top­k for mining the number of patterns with the method
of PrefixSpan. This paper experimented with determining the parameters of these two ap­
proaches, the detail of the experiment will be introduced below.

For the part of k­mer, the mined pattern number is mainly because of the setting pa­
rameter k. It is known that the number of k­mers is versus with k, and its distribution is
unimodal. To guarantee the model accuracy and limit the time consumption, the setting
parameter for featurization is very important. Figure 4.1 shows the number of the pattern
in the peptide sequence of two species versus with k.

It can be found in Figure 4.1 that the number of k­mers increases sharply with the in­
crease of k value. What’s more, tens of thousands of features are not suitable for training
and testing. More importantly, this is not good for module interpretability. Thus, it is neces­
sary to control the number of k­mers selected for the next module. With the elbow method,
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Figure 4.1 Number of k­mers versus k value.

it can be regarded that k = 3 is the best choice as it is the changing point. However, when
k = 3 there are 7997 for Homo sapiens and 8005 for Mus musculus, this number is beyond
the limitation because it will need nearly 32 GB of memory. What’s more, when putting the
feature matrix into the classifier, the classifier even cannot converge, and the sparsity will
increase to 1 rapidly. That means, the classifier cannot learn any useful information from
the feature. So, k = 2 is considered to be the setting parameter.

As for PrefixSpan, the part of setting parameters is more complex because it has two
parameters that need to be confirmed, which are the threshold value θ, and the Top­k. Figure
4.2 shows the trend of increasing the number of pattern changes with the decreasing the
threshold θ under five conditions. Five conditions of top­k were tested on two species
respectively on the positive set and negative set. As it can be found in Figure 4.2, it can be
regarded that the pattern number is increasing at an exponential rate, and more importantly,
0.02 is an elbow point. With the threshold θ getting smaller, the potential pattern number

− 31 −



Peptide Detectability Prediction Based on Interpretable Classification Model

increases sharply, while θ = 0.02 is considered to be a reasonable choice as it remains a
certain amount of discriminant patterns for classification. If θ = 0.01, the first module
will produce more than thousands of features, which does not show a distinct performance
difference compared with 0.02. Nevertheless, it will lead to larger difficulty in training the
module, especially the aspect of time consumption. To maximize the discriminant feature
number, here k = 20000 is chosen.
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Figure 4.2 Number of patterns versus constrain θ.

4.1.3 Decision Set Learning Module

For the module of the learning decision set, the method that this paper adopts needs
to set mainly just the epochs and the initial rule numbers. The working mechanism of the
Decision Rule Network sets an initial rule number first as its neuron number in the output
of the Rule Layer. With the training process, some neurons will not be considered as a
utility one as the regularization term, finally, the rules will be reduced to a short number
that guarantees some classification capability. Thus, the initial rule number indicates the
range of the searching space and also influences the final performance of the model. As
for the epochs, this hyperparameter influences the times that the algorithm work through
training datasets. However, this parameter is connected to the degree of regularization. In
other words, larger epochs number will result in longer time training. In the meantime, the
regularization term affects the sparsity and makes the rule number reduced.

With the experiment result, rule number = 200 is determined to be the best parameter.
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Figure 4.3 Experiment results with different number of rule number on Homo sapiens.
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Figure 4.4 Experiment results with different number of rule number on Mus musculus.

For one reason, there exist nearly 400 features, so the initial potential rule should be a small
number. However, if the searching space is too limited, the model may not find the best
rule for classification, this phenomenon happened when the initial feature number is equal
to 100. As it can be found in the Figure, its accuracy is significantly lower than other
conditions. Reciprocally, if the initial searching space is set to be very large, there also
exist drawbacks. Taking the condition of 500 initial rules for example, even with 10000

epochs, there are still about100 rules, which means that the model is not interpretable. To
obtain a briefer result, the model needs to do more pruning and optimization, implying that
extra time is needed. Generally, the potent rule in a peptide should be brief due to the natural
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mechanism, with 200 as the initial rule number, the model shows the best performance with
brief rules.

4.2 Results and Evaluation

In this section, the detail of the model result is discussed, and this section also provided
a comparison between the main current algorithms.

4.2.1 Accuracy of Classification

The detail of the classification performance of the model is shown in Figure 4.1 and
4.2. In the PrefixSpan module, the sequential patterns mined for the next step are 20000 for
both positive and negative respectively, and then the discriminant threshold θ is set to 0.02.
As for the decision rule learning module, the initial rule is set to 200, the training epoch for
2­mer­DRN is set to be 1000 due to its convergence speed, and 10000 for PrefixSpan.

Table 4.1 Experiment results on Homo sapiens.

Models ACC SP SN MCC

iBCM+RF 0.6360 0.6249 0.6445 0.2741

AP3 1 0.6416 0.5949 0.6881 0.2843

2­mer­DRN 0.6800 0.7664 0.5973 0.3692

SeqDT 0.7151 0.7089 0.7213 0.4345

PrefixSpan­DRN 0.7201 0.7873 0.6470 0.4414

PepFormer 1 0.8066 0.7213 0.8915 0.6221
1 The comparison result are from the work of Pepformer [4].

From the experiment results, it can be regarded that the model that this paper proposed
can reach the state­of­the­art performance while keeping interpretable. It’s worth noting
that when the model is trained on the dataset Mus musculus, the accuracy of the model is
nearly 0.65, but if the rules are pruned to lean, the model accuracy will then converge to
around 0.64. This may be explained that the way of obtaining the feature is not enough
for extracting the inner mechanism of the biological sequence. Thus, large numbers of
rules are necessary to be used to ensure the performance of the model. More importantly,
PrefixSpan­DRN has the highest specificity, which means that this model is very sensitive
to the negative, which means it can discover nearly the majority of the peptide sequence
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Table 4.2 Experiment results on Mus musculus.

Models ACC SP SN MCC

iBCM+RF 0.5767 0.6190 0.5215 0.1573

2­mer­DRN 0.5956 0.8864 0.3047 0.2349

PrefixSpan­DRN 0.6447 0.8127 0.4799 0.3099

AP3 1 0.6462 0.5993 0.6928 0.2934

SeqDT 0.6537 0.6467 0.6568 0.3035

PepFormer1 0.7521 0.6421 0.8629 0.5176
1 The comparison result are from the work of Pepformer [4].

which are undetectable. From another perspective, the interpretable model itself provides
a chance for researchers to be able to find the mechanism of peptide discovery and thus
improve the performance of analyzing mechanism.

4.2.2 Cross­Species Transfer Accuray

To evaluate the cross­species transfer learning ability of this model, this paper did
the experiment only change the epoch number, as it does not affect the performance very
much, it mainly influences the output rule number. Firstly, one dataset is used to train, and
then the trained model is tested on the other dataset to measure its cross­species transfer
performance. Table 4.3 shows the result of the experiment, and it also provides a comparison
with the latest algorithms.

Table 4.3 Cross­species transfer comparison.

Accuracy AP3 PrefixSpan­DRN Pepformer

Train on Mus, test on Homo 0.5221 0.7011 0.7917

Train on Homo, test on Mus 0.5049 0.6556 0.7451

From the table, it can be concluded that the model proposed in this paper shows a
satisfactory performance on the cross­species transfer task. It can be found in the table that
when the model was trained on Homo sapiens and tested Mus musculus, the accuracy is
higher than even trained and test on the Mus musculus with even fewer rules. Research
pointed out that this may due to the learning ability of the model. As for Prefixspan­DRN,
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the model can reach the same level as the model that trains and test on the same dataset, but
after pruning the rules, the accuracywill drop a little. This may be because of the complexity
of the dataset. This can also be proved when operating the first module. In the first module,
after fliting the pattern that mined both positive and negative patterns, the remaining patterns
ofMusmusculus only reach half of Homo sapiens. Besides, when the model trained onMus
musculus and tested on Homo sapiens, the model also reached the performance of training
and testing on the Homo sapiens only. This performance may provide an important insight
that can help people understand the complex principle of whether the peptide sequence is
detectable or not.

4.2.3 Interpretable Decision Sets

This section provides an analysis of the decision rules learned from the section module.
Table 4.4 provided the details of the experiment results of interpretable decision sets.

Table 4.4 Details of rules in decision sets.

Models Rule numbers Rule length N. conditions1 P. conditions2 Accuracy

Homo100 6 10.33 50 12 0.6483

Homo200 17 11.76 168 32 0.7201

Homo500 49 10.53 372 144 0.7150

Mus100 2 5.5 7 4 0.5184

Mus200 22 8.45 130 56 0.6447

Mus500 94 14.11 453 309 0.6050
1 Negative conditions.
2 Positive conditions.

As it can be found in the table, nearly twenty rules are enough for the model to make
a considerable accurate decision for predicting the detectability of peptide sequence. The
experiment result of cross­species measurement, also proved that the rules in two datasets
are having the same efficiency. In addition, the negative conditions in the dataset are far
more than the positive conditions. In other words, these negative conditions may be the
most important features that will lead to the undetectable character of the peptide sequence.
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4.2.4 Future Work

Though this model reaches state­of­the­art performance, it does have some defects.
Firstly, some peptide sequences cannot be represented using the current way. For exam­
ple, the sequence representation does not consider that the peptide actually has a three­
dimensional structure. Thus, some important information cannot be discovered in this way,
specifically, the disulfide bond in Figure 1.2 is being ignored. Therefore, a way that can
store abundant information needs to be developed. The section point is that the model takes
lots of time for convergence. In order to prune the rules in the decision set, the model takes
lots of time, while the model will only output about twenty rules. This phenomenon may
be improved by changing the way of mining features. For the model to make a decision,
only several powerful features are necessary, while even with a discriminated threshold,
there still exists hundreds of features. Moreover, when mining the sequential pattern, the
model does not concern with the gap constrain. In this condition, even if the powerful se­
quential patterns were mined, the existence feature vector will also be generated incorrectly
as the distance at which amino acids interact is finite. Under these conditions, the way of
mining sequential patterns is urgently needing to be improved, and it is the direction to be
considered next in this following work.
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Conclusion

In proteomics, the detectability of peptide sequence is an important problem, as the
detection accuracy of peptide sequence directly affects the correctness of protein identifi­
cation. However, due to the complex sampling process in the experiments, the randomness
in identification leads to the recurrence problems of mass spectrometer results. Therefore,
predicting the detectability of peptides is a key problem in proteomics.

However, much of the recent research focus on the accuracy of the model, but rarely
considers its interpretability of the model. Retaining interpretability when predicting the
detectability of the peptide sequences is beneficial for understanding the detection process
and providing a reference for optimization of the experiments.

Based on the above research and problems, this paper proposed an effective and in­
terpretable peptide sequence detectability prediction model named PrefixSpan­DRN based
on sequential pattern mining techniques and Decision Rule Network. In this model, Pre­
fixSpan sequential pattern mining is used to extract sequential patterns, subsequently, a
contrast threshold is set to filter the effective discriminant patterns. Finally, feature vec­
tors are generated according to the existing constraints of the remaining patterns. Then the
Decision Rule Network method is used to train and generate decision sets. Experimental
results show that PrefixSpan­DRN can achieve the classification accuracy of the current
mainstream algorithms under the premise of ensuring the interpretability of the model.
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